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Abstract— Cooperative modulation techniques can re-
duce the energy requirements for the long haul transmis-
sion of data from localized sensor networks. This savings is
vital in extending the battery life of power limited sensor
nodes communicating over a time-limited channel. Sev-
eral transmission methods, including a novel scheme that
conveys information via node selection, are analyzed. The
energy cost in local communications needed to support the
cooperative long haul link is determined and used to make
comparisons between the techniques.

I. INTRODUCTION

There are many scenarios in remote sensing applica-
tions, such as environmental monitoring, planetary ex-
ploration, and reconnaisance, in which a number of ge-
ographically local elements must individually communi-
cate with a much more distant resource, such as an or-
biting satellite, to relay the sensed information. Exam-
ples range from sensor networks used to measure local
- weather, seismic, or aquatic activity, to a collection of
rovers examining a boulder field for elemental analysis.
Due to the distance-squared wave propagation loss, com-
munication between the surface and an orbiting satellite
requires orders of magnitude more power than does com-
munication between local surface units. By sharing the
information to be transmitted to the satellite between
the surface units and then using a cooperative modu-
lation scheme that is distributed among the nodes, the
total energy necessary to transmit the data from the sur-
face to orbit can be reduced, extending the lifetime of the
energy-limited surface units. In order to demonstrate the
possible gains of cooperative modulation, a comparison
between the standard technique of each node separately
transmitting its data to the satellite and several cooper-
ative techniques where information is shared locally and
then jointly transmitted to the satellite is made.

Consider the following situation. A set of N surface
units are clustered on the planet such that they all simul-
taneously fall within the footprint pattern of an orbiting
satellite. Each surface unit has a set of D information
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bits that must be reliably transmitted to the satellite
during a window of visibility lasting T, seconds. As-
sume we have a fixed energy-per-bit available for trans-
mission. Each of the different cooperative techniques will
divide this energy and transmit it to the orbiting receiver,
where a decision on the transmitted information will be
made. As the choice of whether to use coherent or non-
coherent detection is one of hardware complexity rather
than performance, we will first present comparisons of
the cooperative techniques using binary phase- shift key-
ing (BPSK) with ideal carrier phase tracking, followed
by comparisons using non-coherent binary frequency-shift
keying (BFSK).

II. COMMUNICATION METHODS

A. Non-Cooperative on Orthogonal Channels (NCOoC)

Before examining the cooperative techniques, we an-
alyze the performance of a standard communication
scheme that does not assume any cooperation between
the nodes. This will provide us with a performance base-
line with which to compare the cooperative techniques.

In this scheme, each of the N sensor nodes transmits
its D data bits separately to the orbiter on an orthogonal
channel (time, frequency, or code). For example, consider
the case where each node is assigned a unique frequency
band. The n** node will encode its D data bits, {dno---
dn,p-1}, at a rate 1/NT into a BPSK signal

sn(t) = Z ﬁdn,kpNT(t) cos(wpt),
k=0

where E, is the received energy-per-bit and pnT(t) is a
rectangular pulse of duration NT. This signal is trans-
mitted and subsequently received along with those of the
other nodes at the orbiter, each with a separate delay of
7n. Modeling the receiver front end noise as an additive
Gaussian noise process, n(t), with a flat power spectral
density of N,/2, we write the received signal as

N-1D-1 foE
r(t) = Z Z \/ ITTd""‘pNT(t = Tn) cO8(wat + O,) + n(t),
n=0 k=0

where {0, = w,7,} are modeled as independent uni-
form random phase offsets. Assuming perfect carrier fre-
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quency and phase estimation as well as bit synchroniza-
tion for each of the N channels, an N channel coherent
detector is used, resulting in a probability of bit error of

P =9%(- 3,\’7’:& , where ®(-) is the cumulative distri-
bution function of the zero-mean, unit-variance Gaussian
density.

For the corresponding non-coherent system, each of the
N nodes again transmits its D data bits separately to the
orbiter on a unique frequency channel, with the nt* node
now encoding its D data bits at a rate 1/NT into the

BFSK signal
D-1
2E,
sn(t) = z \/ N%PNT(t) cos(wn,kt),
k=0

where wp; is equal t0 w, ;m (mark) or wy,,, (space) de-
pending on the sign of dy, x. The received signal can be

written as
N-1D-1 2Eb

rt)=> Y ,/ﬁpm(t = Tn) COS(wn ikt + 6,) + n(t),
n=0 k=0

where {0, = w,7,} are modeled as independent ran-
dom uniform phase offsets. Assuming perfect carrier fre-
quency estimation and bit synchronization for each of the
N channels, an N channel non-coherent detector is used,

.. o . 1 —Ep
resulting in a probability of bit error of P, = 5€ Mo,

B. Single Transmitter on a Single Channel (STSC)

In this scheme each of the N nodes transmits its D
data bits to a single relay node which then transmits the
entire collection of NV - D bits to an orbiting satellite. At
the relay node transmitter, the data, {do---dn.p-1}, are
encoded at a rate 1/T into a BPSK signal. This signal
is transmitted, and subsequently received at the orbiter
with a path delay of 7.

Assuming perfect carrier frequency and phase estima-
tion as well as bit synchronization, coherent reception

results in a probability of bit error of P, = (— %} .

For the non-coherent scheme the data is also encoded
at a rate 1/7, this time into a BFSK signal. Assuming
perfect carrier frequency estimation as well as bit syn-
chronization, non-coherent reception results in a proba-

B
bility of bit error of P, = ,i—,e_fﬁg.

with a separate delay of 7,,. Assuming perfect carrier fre-
quency and phase estimation as well as bit synchroniza-
tion for each of the N channels, an N channel coherent
detector is used that combines received signal energies
from all the channels for each bit, resulting in a proba-

bility of bit error of P, = & (— %} .

Similarly, for the non-coherent case the nt* node will
encode the data bits at a rate 1/T into a BFSK signal.
Assuming perfect carrier frequency estimation as well as
bit synchronization for each of the N channels, use of
an N channel non-coherent detector results in bit error
probability of

N-1

1 _ 1 /N+k-1

P = g BN 3 27( k )1F1(N+k,N,Eb/2No),
k=1

where 1 F1 () is the confluent hypergeometric function.

D. Multiple Transmitters on a Single Channel (M TSC)

In this scheme, all of the N nodes again share, order
and bit synchronize their D data bits with each other
and then simultaneously transmit the entire ordered set
of data, {dy---dn.p-1}, to the orbiter, each at a rate
of 1/T on a BPSK signal. As the path delay differences
are small relative to the bit time, the signals are all re-
ceived with the same time offset but with different carrier
phases. Assuming perfect carrier frequency and bit syn-
chronization, single-channel coherent detection results in

a probability of bit error of P, = 1 ( 1-4/5 f;fjlzlo [1].

For an equivalent non-coherent scheme the data is en-
coded into a BFSK signal. Assuming perfect carrier fre-
quency and bit synchronization, non-coherent detection
results in a probability of bit error of P, = —%Lﬁ

E. Phase Alignment on a Single Channel (PASC)

This scheme is similar to the previous scheme in that
each of the N nodes shares and orders its D data bits
with each of the other nodes and, at the arrival of the
transmission window, the nodes acquire bit synchroniza-
tion with each other. In addition, for this scheme, the
carrier phases of each node are adjusted through a feed-
back mechanism to arrive in phase at the orbiter. Each
node then simultaneously transmits the entire ordered set
of data, {do ---dn.p-1}, to the orbiter. At the n** node,
the N-D data bits are encoded at a rate 1/T into a BPSK

C. Multiple Transmitters on Orthogonal Channels (MTOC)signal

In this scheme each of the N nodes shares and orders
its D data bits with each of the other nodes. Then, at the
arrival of the transmission window, the nodes acquire bit
synchronization with each other and each simultaneously
transmits the entire ordered set of data, {do---dn.p-1},
to the orbiter on an orthogonal channel (frequency band,
in our example). The nt* node will encode the ND data
bits, {dn,0--dn np-1}, at a rate 1/T into a BPSK sig-
nal. This signal is transmitted and subsequently received
along with those of the other nodes at the orbiter, each

N.-D-1

sa(t) = Z

k=0

[2E,
depq-(t) cos(wt + 6,,),

where 6y, is the dependent carrier phase offset for the n*
node. This signal, simultaneously along with those of the
other carrier-synchronized nodes, is transmitted to the
orbiter. As the path delay differences are small relative
to the bit time, the signals are all received with the same
time offset, and due to the phase synchronization they
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are all received in-phase. Modeling the receiver front end

noise as an additive Gaussian noise process, n(t), with a

flat power spectral density of N,/2, we write the received
N.-D-1

signal as
> \/@dkm(t — ) cos(wet) + n(t),
k=0 ’

where we have arbitrarily set the common received phase
to zero. Assuming perfect carrier frequency and bit syn-
chronization, coherent detection results in a probability

of bit error of P, = @ (—— %‘1 .

A comparable non-coherent scheme encodes the data
into BFSK signals. Assuming perfect carrier frequency
and bit synchronization, non-coherent detection results

NE,
in a probability of bit error of P, = %e"fﬁf.

F. Node Selection on Orthogonal Channels (NSOC)

In this new cooperative modulation scheme, each of the
N nodes shares and orders its D data bits with each of the
other nodes. At the arrival of the transmission window
the nodes acquire bit synchronization with each other.
The data stream is then divided into groups of loga N + 1
bits, where the first logoN bits selects which one of the
N nodes will transmit the remaining bit in that group on
its orthogonal channel; this is repeated until all N-D bits
are transmitted. This will create a bi-orthogonal signal
constellation for the transmission of the N - D bits to
the satellite; information is conveyed in the transmitted
bit as well as on which channel the bit is received. For
example, consider the case where each node is assigned a
unique frequency band. The nt* node, when selected to

rt) =

~ transmit, will encode a data bit, dj, into a BPSK signal

_ [ 2E,
Sn(t) = mdkal (t) cos(wnt),

where Ej is the received energy-per-bit and pr (t) is a
rectangular pulse of duration 7' = (log, N + 1)T. Only
this signal from the one selected node is transmitted and
subsequently received at the orbiter with a delay of 7,.
We model the receiver front end noise as an additive
Gaussian noise process, n(t), with a flat power spectral
density of N,/2, and write the received signal as

r(t) = \/ ﬁ%ﬁde' (t — 7) cos(wnt + 6,) + n(t),

where 6, = w,7, is modeled as an independent ran-
dom phase offset. Assuming perfect carrier frequency and
phase estimation as well as bit synchronization for each of
the N channels, the N channel coherent detector shown
in Figure 1 is used, resulting in a probability of bit error
of

-V MEb/Nc

e-—z

”/ Vr

[erfc(:c +/ME,JN,) — 1] s

oo 2

e—x
- | &
-/ME,/N,

where M =log, N +1 [2].

When using a non-coherent modulation, as in the case
of orthogonal frequencies and BFSK modulation, this will
create an MFSK signal constellation (with M = 2N) for
the transmission of the NV - D bits to the satellite; again
the information is conveyed in the transmitted bit as well
as on which channel the bit is received. Using our stan-
dard example in which each node is assigned a unique
frequency band and BFSK modulation is used, a non-
coherent version of the detector shown in Figure 1 would

yield bit error probability
1 (/2N -1
-1 n+1 !
(-1) n+1 ( n )

(logy N + l)Eb/No) .

[1- erfe(a + \/ME,,/N,,)]N—I dz|

IN 2N-1

22N - 1) &

X ex; n
P n+1

P,

Plots of the probability of bit error versus E; /N, for the
coherent scheme only shown in Figure 2.

III. LocaL COMMUNICATIONS

All of the cooperative modulation methods require that
information be shared locally before long haul transmis-
sion. In order to compare these schemes to each other
and to the non-cooperative scheme, the amount of en-
ergy expended in this local communication must be ac-
counted for. Therefore, methods of information dissemi-
nation among the sensor nodes must be determined along
with the type of link best suited to that task for a par-
ticular cooperative method [3]. A local cost in terms of
energy-per-shared-bit can then be determined for these
under various network topologies. By associating this
cost with a particular cooperative modulation method,
a local communication penalty in terms of the overall
energy-per-bit may be assessed. This allows comparisons
of these schemes with each other as well as with the non-
cooperative scheme.

A. Methods for Information Dissemination

Two methods of disseminating information among the
nodes of a local area network have been considered: ag- .
gregation and gossiping. The aggregation problem is de-
fined as the delivery of data from all nodes to a particular
node. This corresponds to the cooperative case of the sin-
gle transmitter single channel in which all the data in the
network are sent to a single long-haul radio for transmis-
sion. In the gossiping problem each node has a message
of length D which must be shared with all of the other
N nodes. This method describes the the necessary infor-
mation dissemination for all the other cooperative cases
except the node-selection orthogonal channels where it
can be used as upper bound on the number of transmis-
sions required for information dissemination.
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Fig. 1. Node-selection orthogonal transmission scheme with BPSK modulation.

B. Link Type

The local network communications can be implemented
with two types of links: point-to-point and multi-cast.
In a point-to-point link messages are exchanged between
a transmitter and receiver pair, whereas in a multi-cast
link there may be multiple receivers of the message sent
from a single transmitter. The expense of an increased
number of received bits is offset by the reduced number of
necessary transmissions and, in general, information can
be transmitted more efficiently using multi-cast links.

As we are concentrating on the gross energy expense
we assume that the links are half-duplex and that the
underlying protocol supports variable length packets so
that information can be concatenated to a message. We
will not consider the time to switch between transmitter
and receiver. Contention for the medium and simulta-
neous transmission interference effects will also not be
considered. Furthermore, the nodes are assumed to be
capable of store-and-forward operation so that a message
will pass through one or more intermediate nodes if the
" source and destination nodes are not directly connected.
The number of intermediate nodes plus the final desti-
nation is referred to as the number of hops for the mes-
sage. Topologies with multi-hop routes will require mul-
tiple transmissions of a message as it is passed through
the network.

C. Topologies

Several regular topologies will be considered in order
to provide estimates of the energy use of local communi-
cations. These types of graphs are useful for comparisons
but are not expected to occur in actual networks that may
be randomly deployed or arranged to cover a particular
physical area.

The following topologies are considered: (1) A linear
topology of N nodes (N — 1 hops), where each node is
separated by an equal distance, and (2) A complete VN x
VN grid of N nodes covering a square grid where each
interior node is connected to 4 other nodes, an edge node
is connected to 3 nodes, and a corner node is connected
to 2 nodes.

D. Local Communication Costs

In order to obtain the energy required to disseminate
the information, the total amount of energy spent trans-
mitting on each hop must be estimated. This depends

on the topology, the type of link (point-to-point or multi-
cast), the distance per hop, and the transmit power. For
now, we are not considering the overhead necessary to
establish or maintain the network (additional bits used
for header information, check sums); in essence, we are
assuming that there are no costs in providing contention-
free medium access. In the multi-hop networks, this
means we are also not considering the costs of determin-
ing the routes, the internal computations or buffering.

Under these assumptions, the energy cost becomes
solely a function of the path distances. For example, in -
order to achieve the same performance on each hop of
a multi-hop network, the received energy-per-bit, Ej, at
each hop must be equal. This requires a transmit energy-
per-bit-per-hop of E,r”, where r is the distance between
nodes and v is the path loss exponent. In free space v is
equal to 2; however for ground communications it typi-
cally resides between 3 and 5 depending on factors such
as the terrain, frequency, and antenna heights. The to-
tal energy expended in ‘hopping’ a bit across h nodes is,
therefore, By = Ey - h - r7.

For each of the two topologies the energy-per-bit costs
under each of the information dissemination classes (ag-
gregation, gossip) can be determined under both link
types (point-to-point, multi-cast); the number of local
transmissions per bit, M, are summarized in Table I.

IV. COMPARISON

The bit error performances of the cooperative modula-
tion schemes are compared with each other and the non-
cooperative scheme in Figs. 3 and 4. In all of these com-
parisons, the energy cost of the local communication nec-
essary to share the information prior to long-haul trans-
mission via a particular cooperative modulation method
has been approximated using the number of local trans-
missions per bit necessary to support that scheme. This
local energy cost per bit has been approximated by as-
suming that the communication method used on the lo-
cal link is the same as that of the particular coopera-
tive scheme being considered. As the energy expended
in local communications would be unavailable to the long
haul transmission we incorporate these costs into the per-
formance of each scheme by subtracting from received
energy-per-bit, Ey, an amount equal to the relative local
communications energy-per-bit cost, E, - M - r} /r3.

As an example scenario consider a system with N nodes



layed out in a complete grid with a node separation of
1 = 1.5km. The long haul link is with an orbiting
satellite at 400km, and all local communication links are
multi-cast. Fig. 3 contains a plot of the probability of
bit error versus the number of nodes N for the coherent
schemes with an E;, /N, of 10 dB. The performance of the
non-cooperative scheme (NCOC) is fixed while that of the
single transmitter on a single channel (STSC) and the
multiple transmitters on orthogonal channels (MTOC)
decreases. This is due to the increase in local communica-
tions costs as the number of nodes increases. While there
are clear reasons one might use the STSC scheme (sim-
plicity of the receiver, availability of a single high power
transmitter), there is little reason to use the MTOC
scheme over the non-cooperative scheme given the added
energy cost of sharing the information locally. The multi-
ple transmitters on a single channel (MTSC) scheme has
the poorest performance of the cooperative schemes with
a probability of bit error that exceeds the non-cooperative
scheme and decreases only inversely proportional to the
energy-per-bit. Both the phase-aligned on a single chan-
nel (PASC) and node-selection on orthogonal channels
(NSOC) schemes offer significant energy savings over the
non-cooperative scheme. For the NSOC method the lo-
cal communication costs come to dominate as the num-
ber of nodes increase resulting in a performance cross
over with the non cooperative method. This is due to
the diminishing gains of a bi-orthogonal modulation as
the number of dimensions increases. The PASC scheme
allows the use of a single channel receiver, as compared
to the multi-channe] receiver used in the non-cooperative
scheme; however the feedback mechanism will place an
additional complexity burden on the transmitters. The
NSOC method, on the other hand, places the complex-
ity burden on the receiver, requiring the multi-channel
receiver used in the non-cooperative scheme. Fig. 4 con-
tains a similar plot for the non-coherent schemes.

V. CONCLUSION

The use of cooperative modulation techniques in re-
ducing the energy requirements for the long-haul relay
of data from localized sensor networks was examined.
Several different schemes were presented and the per-
formance of each was analyzed. The local communica-
tion costs necessary to support these different coopera-
tive modulation schemes were determined and incorpo-
rated into a comparison of their performances. Two of
the schemes showed significant energy savings over the
non-cooperative scheme demonstrating the energy sav-
ings that can be obtained by using a cooperative modu-
lation technique.
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TABLE I

Number of transmissions-per-bit for local communications.
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Fig. 2. Bit error probabilities for node-selection orthogonal trans-
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